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ABSTRACT

The integration of Artificial Intelligence (AI) in the financial domain has opened
new avenues for quantitative trading, particularly through the use of Large Lan-
guage Models (LLMs). However, the challenge of effectively synthesizing in-
sights from diverse data sources and integrating structured and unstructured data
persists. This paper presents TradExpert, a novel framework that employs a mix
of experts (MoE) approach, using four specialized LLMs, each analyzing distinct
sources of financial data, including news articles, market data, alpha factors, and
fundamental data. The insights of these expert LLMs are further synthesized by a
General Expert LLM to make a final prediction or decision. With specific prompts,
TradExpert can be switched between the prediction mode and the ranking mode
for stock movement prediction and quantitative stock trading, respectively. In ad-
dition to existing benchmarks, we also release a large-scale financial dataset to
comprehensively evaluate TradExpert’s effectiveness. Our experimental results
demonstrate TradExpert’s superior performance across all trading scenarios.

1 INTRODUCTION

The fusion of artificial intelligence with financial analytics has spawned a new era of innovation,
particularly with the infusion of Large Language Models (LLMs) into the realm of finance. These
models, which have formerly excelled in natural language processing (NLP) tasks, are now being
tailored to decode the complex and cryptic narratives of financial data. This adaptation is driven by
a crucial insight: Financial markets are not just numbers-crunching engines but complicated infor-
mation systems where the subtleties of news articles, reports, and economic indicators interweave
to influence market dynamics.

Before the advent of LLMs, traditional financial models Zeng et al. (2023); Yang et al. (2020);
Liu et al. (2020); Baek & Kim (2018), primarily relied on quantitative methods such as statistical
analysis, time series forecasting, and econometric models. These models often struggled to incor-
porate unstructured data such as news articles or financial reports without manual intervention. As
a result, the development of LLMs tailored for financial applications has progressed rapidly. Initial
ventures into this domain repurposed general LLMs such as GPTs Brown (2020); Achiam et al.
(2023) and LLaMAs Touvron et al. (2023a;b); Dubey et al. (2024) to interpret financial texts. How-
ever, more specialized language models such as FinBERT Araci (2019), BloombergGPT Wu et al.
(2023), and FinGPT Yang et al. (2023a) have since evolved, demonstrating enhanced proficiency
in understanding and predicting market movements from unstructured data. These models were
specifically fine-tuned or pre-trained on vast amounts of financial corpus. This extensive training on
domain-specific datasets has allowed them to better capture typical patterns in the financial corpus.
Despite these advancements, the challenge remains to effectively synthesize insights from diverse
data sources like historical stock prices, alpha factors, fundamental data, news articles, etc. In ad-
dition, integration of the deluge of unstructured financial texts with structured quantitative metrics
still remains to be investigated with language models.

To this end, we propose the TradExpert framework, which stands at the confluence of these chal-
lenges. It leverages a Mixture of Experts (MoE) approach Eigen et al. (2013); Du et al. (2022); Shen
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et al. (2023), involving multiple LLMs each specialized in distinct facets of financial data—news ar-
ticles, market data, alpha factors, and fundamental data. This not only enhances the model’s ability
to process diverse data modalities but also allows for a more nuanced understanding of how different
factors interact to influence market trends. Figure 1 illustrates differences among traditional, LLM-
based, and MoE LLMs-based financial models. In TradExpert, each expert works with a distinct
focus and produces specialized reports, which are finally summarized and analyzed by a general
expert, just like the structured division of labor seen in the real world. Specifically, TradExpert em-
ploys specialized LLMs to first independently analyze different data sources, then integrates these
analyses via another LLM that synthesizes insights to predict market movements and inform trad-
ing strategies. Innovatively, we utilize a reprogramming mechanism to convert time series data to
embeddings aligned with LLMs. In addition, we propose two modes for the General Expert LLM,
prediction mode and ranking mode, for stock movement prediction and stock trading strategies, re-
spectively. In ranking mode, we innovatively let the LLM serve as a comparator within a relaxed
sorting algorithm, enabling the selection of the Top-K ranked stocks for trading. To comprehen-
sively evaluate our method, we have also collected a large-scale datasets, which will be publicly
released.

Oue contributions can be summarized as follows.

• We present TradExpert, a novel framework that employs an MoE approach, integrating four
LLMs each specialized to analyze distinct sources of financial data, imitating the structured
division of labors seen in the real world.

• We utilize the LLM as a comparator within a relaxed sorting algorithm, which enables
trades with the Top-K ranked stocks based on TradExpert’s prediction.

• We release a comprehensive dataset encompassing a wide range of financial data, which
serves as a new benchmark for financial analysis.

• Our comprehensive experiments show that TradExpert consistently outperforms state-of-
the-art baselines across all trading scenarios. Ablation studies validate the effectiveness of
the modules proposed in TradExpert.

2 RELATED WORK

Figure 1: Illustration of traditional, LLM-based,
and MoE LLMs-based financial models with di-
verse financial data sources.

Financial Language Models have signifi-
cantly advanced in recent years, blending NLP
techniques with financial analytics to extract
meaningful insights from vast amounts of un-
structured financial data. To begin with, Fin-
Bert Araci (2019) is a financial domain-specific
variant of BERT, pretrained on a large cor-
pus of financial communications. In 2023,
BloombergGPT Wu et al. (2023) emerged as a
50-billion-parameter model trained on a vast fi-
nancial dataset. FLANG Shah et al. (2022) in-
troduced a financial language model with spe-
cialized masking and objectives. Astock Zou
et al. (2022) provided a platform for studying
NLP-aided stock auto-trading algorithms on the Chinese market. BBT-FinT5 Lu et al. (2023) ad-
vanced Chinese financial NLP with a large-scale pre-trained model. FinMA Xie et al. (2023) show-
cased a model fine-tuned on a multi-task instruction datasets. FinGPT Yang et al. (2023a) provided
an open-source framework for financial LLMs. InvestLM Yang et al. (2023b) showed the effec-
tiveness of instruction tuning for investment-related tasks. FinReport Li et al. (2024b) introduced
a system for automatic financial report generation. Lastly, AlphaFin Li et al. (2024a) integrated
retrieval-augmented generation techniques for financial analysis. Collectively, these works demon-
strate the evolution of financial NLP models and benchmarks, advancing the capabilities of LLMs
in financial applications.

Integration of Text and Financial Data has also been rapidly developed for stock movement
prediction. StockNet Xu & Cohen (2018) developed a deep generative model that jointly exploits
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Figure 2: TradExpert operates by processing distinct sources of financial data such as news texts,
market data, alpha factors, and fundamental data through specialized expert LLMs. Then their
reports are sumarized and sent to a General Expert which delivers the final outputs: (1) prediction of
stock movement with prediction mode, (2) which of the two stocks is better or worse with ranking
mode.

text and price signals for stock movement prediction. SLOT Soun et al. (2022) improved upon
this by using self-supervised learning to handle sparse and noisy tweet data, capturing multi-level
price trends. CH-RNN Wu et al. (2018) introduced a hybrid deep sequential modeling approach that
leverages social text for stock prediction, incorporating cross-modal attention mechanisms. More
recently, studies Lopez-Lira & Tang (2023); Chen et al. (2023) have explored the use of ChatGPT
for stock movement prediction, comparing its performance with traditional state-of-the-art models.
These works collectively demonstrate the increasing sophistication of models that integrate text and
financial data, highlighting the potential for improving trading scenarios.

3 PROBLEM DEFINITION

In this study, we aim to trade stocks using a framework that incorporates Large Language Models
(LLMs).

The input data comprises four primary components:

• News: Textual information from news articles pertinent to the stock and market conditions.
• Market Data: Historical OHLCV (Open, High, Low, Close, Volume) data representing

the stock’s trading activity.
• Alpha Factors: Quantitative indicators and signals believed to possess predictive power

regarding stock price movements.
• Fundamental Data: Earnings call transcripts and fundamental metrics reflecting the com-

pany’s economic health and performance.

Task 1: Stock movement prediction is a fundamental challenge in quantitative trading, which
involves the prediction of future price trends based on multifaceted data sources. Formally, let
D = {(xi, yi)}Ni=1 denote our dataset, where xi represents the input vector for the i-th stock on day
t, and yi ∈ {Rise,Fall} is the corresponding label indicating whether the stock price will rise or fall
on day t+ 1. The input xi can be expressed as:

xi = {Newsi,Marketi,Factorsi,Fundamentali} (1)

Our objective is to learn a predictive function f parameterized by θ such that fθ(xi) ≈ yi, where
fθ is modeled using LLMs. The model outputs a binary prediction, “Rise” or “Fall” indicating the
predicted stock price movement.
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Task 2: Stock trading simulation involves evaluating the performance of Buy-and-Hold strategy
based on the Top-K ranked stocks sorted by TradExpert. This task simulates real-market trading sce-
narios to assess the profitability and risk of TradExpert using metrics including Annualized Return
(AR), Sharpe Ratio (SR), Annualized Volatility (AV), and Maximum Drawdown (MD).

4 DATASETS

In this study, we collected a comprehensive datasets encompassing various data sources including
four primary components: News, Market Data, Alpha Factors, and Fundamental Data. The period
covered by all data sources spans 4 years from January 1, 2020, to December 31, 2023.

4.1 STASTICS

Table 1: Components in each data source. † and ‡
denote generated by GPT-4 and external models,
respectively.

Prompts Responses

News News articles
Movement
Reasoning†

Market OHLCV embeddings
Statistics Movement

Alpha
Expressions
Descriptions†

Comprehensive score ‡
Movement

Fundamental Earning calls scripts
Fundamental metrics

Movement
Reasoning†

News is collected from several reputable fi-
nancial news sources, including Yahoo Fi-
nance, Reuters, InvestorPlace, GlobeNewswire,
The Motley Fool, etc. This dataset comprises
a total of 524,995 news articles for stocks on
S&P 500 list, with an average word count of
596.4 words per article. Each news article is
associated with a list of related stock tickers.

Market Data consists of historical daily
OHLCV records for stocks on S&P 500 list.
This dataset includes a total of 481,484 records,
offering a detailed view of the stocks’ trading
activity over the specified period.

Alpha Factors incorporates 108 technical in-
dicators and factors with their expressions,
which are believed to possess predictive power
regarding stock price movements.

Fundamental Data includes earnings call
transcripts, financial statements, and fundamental metrics. The earnings call transcripts are sourced
from Seeking Alpha, with 16 transcripts (4 years, quaterly updated) available for each stock. Funda-
mental metrics include Earnings Per Share (EPS), Price-to-Earnings Ratio (P/E Ratio), Book Value
Per Share (BVPS), etc.

4.2 DATA SPLIT

The datasets were split into training, validation, and test sets based on chronological order to ensure
that future data remains unseen during the training process. The split was performed as follows:
Training set: January 1, 2020, to June 30, 2022. Validation set: July 1, 2022, to December 31, 2022.
Testing set: January 1, 2023, to December 31, 2023.

5 METHODOLOGY

In this study, we propose TradExpert, a novel framework leveraging the MoE LLMs approach,
where four LLMs serve as specialized experts for distinct sources of financial data. A General
Expert LLM then synthesizes the summaries of the four Expert LLMs to produce the final output.
The pipeline of TradExpert is shown in Figure 2.

In TradExpert, all expert LLMs are built on the LLaMA-2-7B backbone LLM Touvron et al. (2023b)
and are supervised and fine-tuned using the LoRA mechanism Hu et al. (2022). Before training and
fine-tuning, we preprocess the raw datasets to construct prompts, instructions, and ground-truth
responses for each LLM. An overall description of the preprocessed datasets is demonstrated in
Table 1. The details will be introduced in the following.
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Instruction: You are provided with a news article. Please predict how the stock will perform in the next
<D> days. Your response should include your reasoning followed by a prediction of ”Rise” or ”Fall” in the
specified format.
Format your response as follows: Reasoning: [Your reasoning here] Prediction: [Rise or Fall]
—
Prompt: News Article: [Insert news article text here]
Question: Given the information in the news article above, how is the stock expected to perform in the next
<D> days?

Figure 3: Instruction and prompt for the News Analyst.

5.1 NEWS ANALYST

The News Analyst LLM is designed to analyze texts of news articles to predict stock movements.
The prompt and instruction for fine-tuning the LLM are shown in Figure 7. The outputs from the
News Analyst LLM include not only a prediction of the stock movement but also a reasoning of
how the news article relates to the predicted movement in order to employ a Chain-of-Thought
(CoT) Wei et al. (2022) reasoning approach. The ground-truth reasonings are pre-generated by the
OpenAI GPT-4 API using instructions and prompts that incorporate the actual stock movements and
the texts of news articles.

5.2 MARKET ANALYST

The Market Analyst LLM focuses on analyzing historical OHLCV (Open, High, Low, Close, Vol-
ume) data to predict stock movements. However, time series data is inherently continuous and lacks
the discrete token structure that LLMs are designed to process. This misalignment poses a signifi-
cant challenge in effectively utilizing LLMs on time series. To this end, we utilize a reprogramming
mechanism Jin et al. (2024) to reprogram the input financial time series into text prototype repre-
sentations.

Formally, let an OHLCV data instance be X(i) ∈ RN×T which consists of N variables
across T time steps. X(i) is first divided and embedded into a sequence of patch embeddings{
X

(i)
P ∈ RN×LP×dm

}
, where LP and dm are the number of patches and the patch embedding

dimension respectively. The patches are then reprogrammed using a collection of text prototypes
E′ ∈ RV ′×D, which is achieved by linearly probing the LLM’s pre-trained word embedding
E ∈ RV×D, where V and V ′ are the size of the vocabulary of the LLM and the text proto-
types ( V ′ ≪ V ), and D is the embedding dimension. The reprogrammed patches are generated

using a multi-head cross-attention mechanism: Z
(i)
k = Softmax

(
Q

(i)
k K

(i)⊤
k√

dk

)
V

(i)
k , where query

Q
(i)
k = X

(i)
P WQ

k , key K
(i)
k = E′WK

k , and value V
(i)
k = E′WV

k for each head k. The repro-
grammed embeddings O(i) are obtained by aggregating the outputs from each attention head and
projecting them to the hidden dimensions of the backbone LLM. Finally, the reprogrammed embed-
dings are augmented with a language description of statistics extracted from TSFresh Christ et al.
(2018), serving as prompts for the Market Analyst. An example of instruction and prompt is shown
in Figure 4.

5.3 ALPHA EXPERT

The Alpha Expert specializes in processing expression-based alpha factors, which are technical
indicators and algorithm-generated factors believed to possess predictie power regarding stock price
movements.

We leverage GPT-4’s capability of understanding complex expressions to pre-generate a language
description for each factor. In this way, we built our Alpha database, where an alpha record consists
of:
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Instruction: You are provided with historical OHLCV data of the past 20 days and a description of its
statistics. Please predict how the stock will perform the next <D> day. Your response should be “Rise” or
”Fall”.
—
Prompt: <Embbedings of reprogrammed OHLCV>
Statistics: The historical prices have a minimum close of <min val> <min D> days ago, a maximum
close of <max val> <max D> days ago, and a median close of <median val> <median D> days
ago. The overall trend is <upward or downward>...
Question: Given the reprogrammed OHLCV data and its statistics, how is the stock expected to perform in
the next <D> days?

Figure 4: Instruction and prompt for the Market Analyst.

• Expression: The mathematical or logical formula used to compute the alpha factor
based on OHLCV data. E.g. rank(ts argmax(corr(ts rank(close, 10),
ts rank(volume, 10), 10), 5))

• Description: Generated by GPT-4 with prompts that include the expression.

For each stock, we first calculate the values of all alpha factors based on OHLCV data and then
derive a comprehensive score via a LightGBM-based model Ke et al. (2017). Subsequently, we
select Top-K alphas that contribute most significantly to this comprehensive score. Descriptions
of these Top-K alphas are retrieved from the database and, along with the calculated values, are
included in the prompts and instructions for the Alpha Expert.

5.4 FUNDAMENTAL ANALYST

The Fundamental Analyst LLM specializes in analyzing fundamental data, including earnings call
transcripts and financial metrics, to predict stock price movements on a quarterly basis. The proce-
dure of the Fundamental Analyst LLM is similar to that of the News Analyst LLM, with key differ-
ences being that the fundamental data is updated quarterly and, therefore, the movement predictions
are made for the next quarter. The response should include a prediction in one of the following
five categories: “Strong Rise”, “Moderate Rise”, “No Change”, “Moderate Fall”, or “Strong Fall”,
followed by a reasoning.

5.5 GENERAL EXPERT

The General Expert LLM can operate in two distinct modes: prediction mode and ranking mode.
Both modes begin by summarizing the reports (historical conversation including instructions,
prompts, and responses) from the four specialized experts due to the limitations on input context
length of the backbone LLM.

In prediction mode, used for stock movement prediction, the summarized reports are used to con-
struct a prompt with a prediction prefix. Given the summarized reports, the General Expert LLM
outputs a binary prediction indicating whether the stock will rise or fall.

In ranking mode, used for stock trading, the General Expert LLM functions as a comparator to
establish the ranking ability. Specifically, given the summarized reports of two stocks, the General
Expert LLM would determine which stock is likely to perform better in the future. To generate a
Top-K ranking of stocks, we employ a relaxed comparison-based sorting similar to BubbleSort: We
initially compare every pair of stocks and count the number of wins for each stock. Subsequently, we
sort these counts to establish the rankings for stocks. Although algorithms like QuickSort and vanilla
BubbleSort offer fewer comparisons for Top-K selection on average O(N logN) and O(N · K),
we propose to use this relaxed comparison-based sorting alogrithm with O(N2) due to the non-
transitive nature of LLM-based comparator Liu et al. (2024). Therefore, more comparisons tend to
yield more accurate rankings in practice.

The General Expert LLM is finetuned on both tasks of stock movement prediction and stock com-
parison simultaneously. The instructions and prompts are shown in Figure 5.

6
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Instruction: You are provided with a summarized report of the stock. Please predict whether the stock will
rise or fall the next <D> day.
Format your response as follows: Reasoning: [Your reasoning here] Prediction: [Rise or Fall].
—
Prompt: Summarized Report: [Insert summarized report here]
Question: Based on the summarized report, will the stock rise or fall in the next < D > days?

Instruction: You are provided with summarized reports of two stocks. Please determine which stock will
perform better the next <D> day. Please output Stock AAA or Stock BBB.
—
Prompt: Summarized Report for Stock AAA: [Report A]
Summarized Report for Stock BBB: [Report B]
Question: Based on the summarized reports, which stock will perform better in the next < D > days?

Figure 5: Instructions and prompts for the General Expert LLM: (Top) Prediction mode, (Bottom)
Ranking mode.

Table 2: Comparison results on stock movement prediction task. As a binary classification prob-
lem, methods are evaluated by Accuracy (Acc) and Mattheus Correlation Coefficient (MCC). Both
metrics are better with higher values. The best and second best results are in bold and underlined,
respectively.

BigData22 ACL18 CIKM18 S&P500 (Ours)

Acc ↑ MCC ↑ Acc ↑ MCC ↑ Acc ↑ MCC ↑ Acc ↑ MCC ↑

Hybrid Models
ALSTM-W 0.48 -0.01 0.53 0.08 0.54 0.03 0.55 0.10
ALSTM-D 0.49 0.01 0.53 0.07 0.50 -0.04 0.54 0.05
StockNet 0.53 -0.02 0.54 -0.02 0.52 -0.02 0.56 0.06
SLOT 0.55 0.10 0.59 0.21 0.56 0.09 / /

Large Language Models
GPT-4 0.54 0.03 0.52 0.02 0.57 0.02 0.58 0.10
Gemini 0.55 0.04 0.52 0.04 0.54 0.02 0.59 0.11
LLaMA2-7B-chat 0.54 0.05 0.51 0.01 0.55 -0.03 0.57 0.06
LLaMA2-70B 0.47 0.00 0.51 0.01 0.49 -0.07 0.57 0.02
LLaMA3-8B 0.55 0.02 0.52 0.02 0.57 0.03 0.53 0.04
FinMA-7B 0.51 0.02 0.51 0.03 0.50 0.08 0.59 0.09
FinGPT-7B-lora 0.45 0.00 0.49 0.00 0.42 0.00 0.51 0.05
InternLM 0.56 0.08 0.51 0.02 0.57 -0.03 0.60 0.06
Falcon 0.55 0.00 0.51 0.00 0.47 -0.06 0.52 0.03
Mixtral-7B 0.46 0.02 0.49 0.00 0.42 -0.05 0.54 0.04

MoE Larage Language Models
TradExpert-NM 0.59 0.12 0.60 0.15 0.59 0.12 0.64 0.19

6 EXPERIMENTS

In this section, we conduct a comprehensive evaluation for TradExpert framework on two main
tasks: stock movement prediction and stock trading simulation. Our experiments aims to address the
following research questions: RQ1: How does TradExpert perform in stock movement prediction
compared with state-of-the-art baselines? RQ2: What are the potential profits and associated risks
of TradExpert in the backtesting on the real market? RQ3: How effective is the reasoning capability
of TradExpert for unstructured data? RQ4: What is the significance of each expert within the
TradExpert framework? RQ5: Why we choose the relaxed comparison-based sorting algorithm in
TradExpert?

6.1 DATASETS

We include two categories of datasets in our experiments:
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• Benchmark Datasets: We use publicly available benchmark datasets in stock movement
prediction research including CIKM18 Wu et al. (2018), ACL18 Xu & Cohen (2018), and
BigData22 Soun et al. (2022) datasets.

• Proprietary Datasets: We also utilize our proprietary datasets, which include extensive
historical OHLCV data, news articles, alpha factors, and fundamental metrics for a com-
prehensive analysis.

6.2 EXPERIMENTAL SETUP

In our experiments, the four expert LLMs and the General Expert LLM are bulit on the LLaMA-2-
7B bakcbone model Touvron et al. (2023b) and are finetuned via LoRA Hu et al. (2022) mechanism.

Stock Movement Prediction: TradExpert works in prediction mode, that is, the General Expert
LLM reponses a binary prediction indicating whether a stock will rise or fall the next day. Methods
are evaluated using binary classification metrics such as accuracy (Acc) and Matthews Correlation
Coefficient (MCC).

Stock Trading Simulation: TradExpert works in ranking mode, that is, the General Expert LLM
acts as a comparator to sort the stocks. We simulate the real profit and risk of TradExpert by execut-
ing trades based on the Top-K ranked stocks. TradExpert and baselines are evaluated using metrics
including Annualized Return (AR), Sharpe Ratio (SR), Annualized Volatility (AV), and Maximum
Drawdown (MD).

6.3 BASELINES

For stock movement prediction, the baselines include: (1) Hybrid Models: StockNet Xu & Cohen
(2018), ALSTM-W Soun et al. (2022), ALSTM-D Soun et al. (2022), SLOT Soun et al. (2022).
2) Large Language Models: GPT-4 Achiam et al. (2023), Gemini Team et al. (2023), LLaMA2-
70B Touvron et al. (2023b), LLaMA3-8B Dubey et al. (2024), FinMA-7B Xie et al. (2023), FinGPT-
LlaMA2-7B Yang et al. (2023a), InternLM-7B Cai et al. (2024), Falcon-7B Almazrouei et al. (2023),
Mixtral-7B Jiang et al. (2023).

For stock trading simulation, the baselines include: (1)Traditional Models: Random For-
est Breiman (2001), Decision Tree Loh (2011), SVM Cortes & Vapnik (1995). (2) Deep Learning
Models: A2C Mnih et al. (2016), PPO Schulman et al. (2017), SARL Ye et al. (2020), EIIE Jiang
et al. (2017), and DeepTrader Wang et al. (2021). To reduce computational costs in backtesting, we
evaluated all methods on datasets with stocks on the DOW 30 list, a subset of the S&P 500, with
around 30 stocks.

6.4 RESULTS

6.4.1 STOCK MOVEMENT PREDICTION

We implemented all baselines ourselves or utilized existing open-source codes, except the closed-
source model SLOT, for which we refer to the metrics reported in the relevant paper. To ensure
a fair comparison, we only included the News Analyst and Market Analyst in TradExpert, named
TradExeprt-NM. The results are shown in Table 2. As we can see, among hybrid models, SLOT
achieves outstanding accuracy and MCC on the ACL18, benefitting from the proposed global mar-
ket guidance. Among LLMs, InternLM shows remarkable performance, particularly on our propri-
etary S&P500 dataset. Our proposed TradExpert-NM, utilizing a mixture of expert LLMs approach,
consistently outperformed other models across all datasets except for MCC on the ACL18, show-
casing its superior performance. Noting that BigData22, ACL18, and CIKM18 are relatively small
datasets with texts from tweets, while our S&P500 dataset consist of news articles with much more
words. This difference in text lengths contributes to the more significant improvements obtained by
TradExpert-7B-NM on the S&P500 dataset.

6.4.2 STOCK TRADING SIMULATION

8
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Table 3: Comparison results on stock trading simulation task with stocks on the DOW 30. Annual-
ized Return (AR), Sharpe Ratio (SR), Annualized Volatility (AV), and Maximum Drawdown (MD)
are utilized to evaluate the profits and risks of methods. The best results are in bold.

AR ↑ AV ↓ SR ↑ MD ↓

DJI Index 13.92% 11.41% 1.22 9.70%

Traditional Models
SVM 15.77% 26.67% 0.59 19.94%
XGBoost 21.58% 27.29% 0.79 21.90%
LightGBM 2.17% 22.74% 0.1 21.29%

Deep Learning Models
A2C 19.16% 11.29% 1.7 9.09%
PPO 16.62% 11.51% 1.44 9.45%
EIIE 23.64% 13.73% 1.72 10.07%
SARL 21.87% 14.72% 1.49 8.52%
DeepTrader 32.45% 17.86% 1.82 15.32%

MoE Large Language Models
TradExpert 49.79% 9.95% 5.01 6.56%
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Figure 6: Cumulative returns over time of all methods
on 30 stocks on DOW 30 list. DJI Index represents the
market trend.

We perform backtesting to evaluate Trad-
Expert and baselines. To reduce compu-
tational costs in backtesting, we limit the
stock pool to about 30 stocks on the DOW
30, a subset of the S&P 500. For TradEx-
pert, we implement a Buy-and-Hold trad-
ing strategy on the Top-K stocks ranked by
TradExpert. The backtesting period is the
same as the testing period of our datasets,
which ranges from January 1, 2023, to
December 31, 2023. The results sum-
marized in Table 3 demonstrate TradEx-
pert’s superior performance across all met-
rics considered. Among traditional mod-
els, XGBoost achieved a relatively high re-
turn but also exhibited high volatility and
drawdown, indicating greater risk. Deep
learning models generally outperformed
traditional models. Among them, Deep-
Trader stood out with the highest return
and Sharpe ratio. TradExpert, our proposed model, significantly outperformed all other models
with an exceptional AR of 49.79% and the lowest AV of 9.95%. This combination yielded an out-
standing Sharpe ratio of 5.01, indicating a high return per unit of risk. Figure 6 shows the trends of
cumulative returns over time for all methods.

7 ABLATION STUDY

Table 4: Ablation study for the impacts of experts.
Configuration AR ↑ AV ↓ SR ↑ MD ↓

TradExpert 49.79% 9.95% 5.01 6.56%

w/o Market 30.87% 16.43% 1.88 13.29%
w/o News 31.92% 18.36% 1.74 13.04%
w/o Alpha 41.65% 11.38% 3.66 8.94%
w/o Fundamental 44.32% 10.68% 4.15 7.82%

The Impacts of Experts To evaluate the
effectiveness of each expert within the
TradExpert framework, we created mul-
tiple versions of TradExpert, each with a
specific expert removed. By comparing
the performance of these modified frame-
works, we can assess the impact of each
expert on the overall functionality of Trad-
Expert. The results in Table 4 reveal the
varying degrees of impact of each expert.
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The Market Analyst and the News Analyst
emerged as the most critical, significantly influencing profitability and risk management, as seen by
the largest drop in AR and AV when they were removed, respectively. The Alpha Expert is obviously
less impactful than the Market Analysts and the News Analysts. The Fundamental Analyst had the
smallest effect on daily trading metrics, but provided essential long-term stability, evident from the
modest changes in AR and MD upon its removal. This highlights a strategic balance in TradExpert,
where each expert contributes uniquely to the final decision and prediction.

Table 5: Ablation study for the effectiveness of
structured data reasoning in predicting day T+1’s
returns.

Model RankIC ↑ RankICIR ↑

TradExpert-MA 0.12 0.90
Alpha Combination 0.07 0.65

The Effectiveness of Structured Data Rea-
soning. We show the effectiveness by com-
paring TradExpert-MA with traditional models
for structured data like OHLCV data and al-
pha factors. We use a genetic programming-
based symbolic regression model as our base-
line, which mines alpha expressions aimed at
predicting the RankIC of day T + 1’s returns.
TradExpert-MA is built on top of the same al-
phas, where News and Fundamental experts
were removed to exclude affects from other sources. We compare TradExpert-MA with the com-
bination of alphas using metrics of RankIC and RankICIR. The results are shown in Table 5. The
improvements over the alpha combination demonstrate the reasoning ability of TradExpert for struc-
tured data.

Table 6: Ablation study for the choices of ranking algo-
rithm. † denotes being equipped in TradExpert.

RankIC ↑ RankICIR ↑ Time

RelaxedSort† 0.12 0.90 O(N2)

BubbleSort 0.06 0.65 O(N ·K)
QuickSort 0.03 0.38 O(N logN)

The Choices of Ranking Algo-
rithm In TradExpert, we imple-
ment the Top-K ranking by sorting
all stocks completely using a relaxed
comparison-based algorithm, where
TradExpert serves as the compara-
tor. To justify our choice of this
seemingly cumbersome approach, we
conducted comparison experiments
with other theoretically more efficient
ranking algorithms. Specifically, our
alternatives include QuickSort and BubbleSort with time complexity O(N logN) and O(N · K),
respectively. The comparison results in Table 6 demonstrate that our approach outperforms others,
despite having a higher computational complexity. This is attributed to the non-transitive nature of
LLM-based comparator. Therefore, a greater number of comparisons yield more accurate rankings
in TradExpert.

8 CONCLUSION

In this study, we introduced TradExpert, a novel framework that harnesses the power of LLMs
to enhance stock trading strategies. By integrating multiple specialized LLMs, each focused on
distinct aspects of financial data, TradExpert provides a comprehensive and nuanced analysis that
significantly outperforms traditional financial models in practice. Looking ahead, our goal is to
explore how to employ TradExpert in the high-frequency trading scenario and extend its capabilities
to encompass a wider range of global markets.

Limitation Although TradExpert has notable strengths, its processing time poses certain chal-
lenges. On average, it takes 4.7 seconds for a single stock with an Nvidia A5000 GPU. For daily
trading, this processing time is generally manageable. However, for scenarios demanding quicker
decision-making, such as high-frequency trading, TradExpert’s latency becomes a notable draw-
back.
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A IMPLEMENTATION DETAILS

A.1 ENVIRONMENT

All experiments were conducted on a machine with the following specifications:

• Hardware: NVIDIA A5000 GPU x 4, AMD Ryzen Threadripper PRO 3975WX CPU,
256 GB RAM

• Software: Ubuntu 22.04, Python 3.9, PyTorch 2.2, CUDA 12.3

A.2 TRAINING

The proposed TradExpert framework utilizes a Mixture of Experts (MoE) approach, where four
LLMs are specialized in processing distinct sources of financial data. All these LLMs are based on
the LLaMA-2-7B Touvron et al. (2023b) model and fine-tuned using the LoRA mechanism Hu et al.
(2022). Below are the specifics:

• Expert LLMs: Each expert LLM specializes in one of the following data sources: News,
Market Data, Alpha Factors, and Fundamental Data.

• General Expert LLM: Integrates outputs from the four expert LLMs to make final predic-
tions or rankings.

• Fine-tuning: We employ supervised-fine-tuning (SFT) with LoRA for all LLMs.

A.3 HYPERPARAMETERS

The key hyperparameters used for each of the LLMs in the TradExpert framework, including those
fine-tuned with LoRA, are summarized in Table 7.

A.4 EVALUATION METRICS

The performance of the models was evaluated using the following metrics, with their respective
equations and descriptions:
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Table 7: Hyperparameters for Expert LLMs and General Expert LLM in the TradExpert framework.
Hyperparameter News Analyst Market Analyst Alpha Expert Fundamental Analyst General Expert
Model Architecture LLaMA-2-7B LLaMA-2-7B LLaMA-2-7B LLaMA-2-7B LLaMA-2-7B
Learning Rate 1e−4 1e−4 1e−4 1e−4 1e−4

Batch Size 4 4 4 4 4
Number of Epochs 30 30 30 30 30
Optimizer AdamW AdamW AdamW AdamW AdamW
Sequence Length 2048 2048 2048 2048 2048
LoRA Rank 8 8 8 8 8
LoRA Alpha 16 16 16 16 16
LoRA Dropout 0.1 0.1 0.1 0.1 0.1
Warmup Ratio 0.1 0.1 0.1 0.1 0.1
Gradient Accumulation Steps 8 8 8 8 8

A.4.1 STOCK MOVEMENT PREDICTION

Accuracy (Acc): Accuracy is the ratio of correctly predicted stock movements to the total number
of predictions. It is defined as:

Accuracy =
TP + TN

TP + TN + FP + FN
(2)

where:

• TP is the number of true positives (correctly predicted rises).
• TN is the number of true negatives (correctly predicted falls).
• FP is the number of false positives (incorrectly predicted rises).
• FN is the number of false negatives (incorrectly predicted falls).

Matthews Correlation Coefficient (MCC): The Matthews Correlation Coefficient is a balanced
measure that considers all four quadrants of the confusion matrix (true/false positives and true/false
negatives). It is especially useful for imbalanced datasets. MCC is defined as:

MCC =
(TP × TN)− (FP × FN)√

(TP + FP )(TP + FN)(TN + FP )(TN + FN)
(3)

MCC returns a value between -1 and 1, where 1 indicates perfect prediction, 0 indicates no better
than random prediction, and -1 indicates total disagreement between prediction and observation.

A.4.2 STOCK TRADING SIMULATION

Annualized Return (AR): Annualized Return represents the geometric average amount of money
earned by an investment each year over a given period. It is defined as:

AR =

(
N∏
i=1

(1 + ri)

) 252
N

− 1 (4)

where ri is the return on day i and N is the number of trading days. The factor of 252 is used to
annualize the return (assuming there are 252 trading days in a year).

Sharpe Ratio (SR): The Sharpe Ratio measures the performance of an investment compared to a
risk-free asset, after adjusting for its risk. It is defined as:

SR =
AR−Rf

σ
(5)

where:

• AR is the annualized return of the portfolio.
• Rf is the risk-free rate (which is 0 in this paper for simplicity).
• σ is the annualized standard deviation of daily returns (a measure of volatility).

A higher Sharpe Ratio indicates better risk-adjusted returns.
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Annualized Volatility (AV): Annualized Volatility is a measure of the risk or uncertainty of a
financial instrument. It quantifies the degree of variation of trading prices over time. It is defined as:

AV = σ
√
252 (6)

where σ is the standard deviation of daily returns, and 252 is the number of trading days in a year.

Maximum Drawdown (MD): Maximum Drawdown is the maximum observed loss from a peak
to a trough of a portfolio, before a new peak is attained. It is defined as:

MD = max
t∈[0,T ]

(
Peakt − Trought

Peakt

)
(7)

where Peakt is the maximum value at time t and Trought is the minimum value following the peak,
within the observed time period [0, T ]. Maximum Drawdown gives insight into the risk of a portfolio
by identifying the largest possible loss.

A.5 REPRODUCIBILITY

To ensure the reproducibility of our results, we have included a partial of the pseudo codes and
datasets used in our experiments in the supplementary material due to the limitation of file size.

B ALGORITHM

We illustrate the algorithm pipeline of TradExpert framework and relaxed comparison-based sorting
algorithm for ranking mode of General Expert.

Algorithm 1 TradExpert Framework
1: Input: Financial datasets
D = {News,Market, Alpha, Fundamental}

2: Output: Predicted stock movements or Top-K ranked stocks for trading
3: Step 1: Data Preprocessing
4: Preprocess each dataset:

• Tokenize and truncate news articles to a fixed length.
• Reprogram market data (OHLCV) into text prototypes.
• Generate language descriptions for alpha factors.
• Tokenize earnings call transcripts and generate fundamental metrics prompts.

5: Step 2: Expert LLMs Processing
6: for each dataset in D do
7: Apply the corresponding Expert LLM:

• News Analyst: Analyze news articles and predict stock movement (CoT with rea-
soning).

• Market Analyst: Process market data and predict stock movement.
• Alpha Expert: Evaluate alpha factors and predict stock movement.
• Fundamental Analyst: Analyze fundamental data for quarterly predictions (CoT

with reasoning).
8: end for
9: Step 3: Integration by General Expert LLM

10: Summarize the outputs of all Expert LLMs.
11: Use the General Expert LLM to:

• Prediction Mode: Predict whether the stock will rise or fall.
• Ranking Mode: Compare and rank stocks to select the Top-K for trading.

12: Step 4: Final Output
13: Return the predicted stock movements or the Top-K ranked stocks for trading.
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Algorithm 2 Relaxed Comparison-Based Sorting Algorithm for Ranking
Require: S = {s1, s2, . . . , sn} {Set of stocks}
Require: R = {r1, r2, . . . , rn} {Summarized reports for each stock}
Require: K {Number of top stocks to select}

1: C ← [0, 0, . . . , 0] {Initialize win counts for each stock}
2: for i = 1 to n do
3: for j = i+ 1 to n do
4: result← General Expert LLM Compare(ri, rj)
5: if result is True then
6: C[i]← C[i] + 1 {Stock si wins}
7: else
8: C[j]← C[j] + 1 {Stock sj wins}
9: end if

10: end for
11: end for
12: ranked stocks← Sort(S, key = C, reverse = True) {Sort stocks by win counts in descending

order}
13: top k stocks← ranked stocks[1 : K] {Select the Top-K stocks}
14: return top k stocks

Instruction: You are provided with a news article. Please predict how the stock will perform in the next
<D> days. Your response should include your reasoning followed by a prediction of ”Rise” or ”Fall” in the
specified format.
Format your response as follows: Reasoning: [Your reasoning here] Prediction: [Rise or Fall]
—
Prompt: News Article: [Insert news article text here]
Question: Given the information in the news article above, how is the stock expected to perform in the next
<D> days?

Figure 7: Instruction and prompt for the News Analyst.

C INSTRUCTIONS AND PROMPTS

The TradExpert framework utilizes several specialized Large Language Models (LLMs) to process
distinct types of financial data, each guided by specific instructions and prompts.

• News Analyst LLM: The instructions and prompt for predicting stock movements based
on news articles are shown in Figure 7.

• Market Analyst LLM: The instructions and prompt for analyzing historical OHLCV data
are shown in Figure 8.

• Alpha Expert LLM: The instructions and prompt for evaluating alpha factors derived from
OHLCV data are shown in Figure 9.

• Fundamental Analyst LLM: The instructions and prompt for predicting stock movements
based on earnings call transcripts and fundamental metrics are shown in Figure 10.

• General Expert LLM (Prediction Mode): The instructions and prompt for predicting
stock movements by integrating outputs from other experts are shown in Figure 11.

• General Expert LLM (Ranking Mode): The instructions and prompt for comparing and
ranking stocks are shown in Figure 12.

D EXAMPLES OF DATASETS

Figures 13, 14, 15, and 16 illustrate the example datasets for the News Analyst, Market Analyst,
Alpha Expert, and Fundamental Analyst LLMs, respectively, while Figure 17 presents the example
dataset for the General Expert LLM, which synthesizes the inputs from all expert LLMs.
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Instruction: You are provided with historical OHLCV data of the past 20 days and a description of its
statistics. Please predict how the stock will perform the next <D> day. Your response should be ”Rise” or
”Fall”.
—
Prompt: <Embbedings of reprogrammed OHLCV>
Statistics: The historical prices have a minimum close of <min val> <min D> days ago, a maximum
close of <max val> <max D> days ago, and a median close of <median val> <median D> days
ago. The overall trend is <upward or downward>...
Question: Given the reprogrammed OHLCV data and its statistics, how is the stock expected to perform in
the next <D> days?

Figure 8: Instruction and prompt for the Market Analyst.

Instruction: You are provided with alpha factors derived from OHLCV data. Please predict the stock’s
movement based on the top contributing alpha factors. Your response should be ”Rise” or ”Fall”.
—
Prompt: Alpha Factors: [Insert top contributing alpha factors here]
Descriptions: [Insert language descriptions for alpha factors]
Question: Based on the provided alpha factors, how is the stock expected to perform in the next <D> days?

Figure 9: Instruction and prompt for the Alpha Expert.

Instruction: You are provided with a summarized report of the stock’s earnings call transcripts and funda-
mental metrics. Please predict whether the stock will rise or fall in the next quarter. Your response should
include a prediction in one of the following five categories: ”Strong Rise,” ”Moderate Rise,” ”No Change,”
”Moderate Fall,” or ”Strong Fall,” followed by reasoning.
—
Prompt: Summarized Report: [Insert earnings call transcrpts and summarized fundamental metrics here]
Question: Based on the fundamental information, will the stock rise or fall in the next quarter?

Figure 10: Instruction and prompt for the Fundamental Analyst.

Instruction: You are provided with a summarized report of the stock. Please predict whether the stock will
rise or fall in the next <D> day.
—
Prompt: Summarized Report: [Insert summarized report here]
Question: Based on the summarized report, will the stock rise or fall in the next <D> days?

Figure 11: Instruction and prompt for the General Expert (Prediction Mode).

Instruction: You are provided with summarized reports of two stocks. Please determine which stock will
perform better in the next <D> day. Please output “Stock AAA” or “Stock BBB”.
—
Prompt:
Summarized Report for Stock AAA: [Insert summarized report A here]
Summarized Report for Stock BBB: [Insert summarized report B here]
Question: Based on the summarized reports, which stock will perform better in the next <D> days?

Figure 12: Instruction and prompt for the General Expert (Ranking Mode).
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Instruction: You are provided with a news article. Please predict how the stock will perform in the next
<D> days. Your response should include your reasoning followed by a prediction of ”Rise” or ”Fall” in the
specified format.
Format your response as follows:
Reasoning: [Your reasoning here]
Prediction: [Rise or Fall]
—
Prompt:
News Article:
Competition fears couldn’t rattle Apple stock this year, and 2024 looks bright, say Wedbush analysts.
And indeed, shares of the iPhone maker are up 49% this year.
The Wedbush analysts, led by Dan Ives, wrote in a Thursday report, “The ’iPhone China demise narrative‘
was a great fictional story by the bears which is far from the reality as underlying mainland China growth
remains strong for the December quarter based on our Asia supply chain checks and a key asset for the core
iPhone franchise.”
Apple is still the firm’s “top tech pick,” thanks to “a strong iPhone 15 upgrade cycle,” an unproblematic
holiday season leading into next year, in spite of competition from Huawei in China, and growth in the
Services business. Wedbush rates Apple stock at Outperform with a $250 price target. That’s 29% upside
from Thursday’s closing price of $193.58.
Question: Given the information in the news article above, how is the stock expected to perform in the next
1 day?
—
Model Response:
Reasoning: The news article highlights strong performance and positive future prospects for Apple, partic-
ularly due to a strong iPhone 15 upgrade cycle and robust growth in the Services business. The positive
outlook and the 29% upside potential as per Wedbush analysts suggest investor confidence, leading to a
potential rise in stock price.
Prediction: Rise

Figure 13: Example data for the News Analyst LLM.
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Historical OHLCV Data (Last 20 Days):
Date Open High Low Close Volume

2023-12-01 190.33 191.56 189.23 190.74 45,679,300
2023-12-04 189.98 190.05 187.45 188.93 43,389,500
2023-12-05 190.21 194.40 190.18 192.91 66,628,400
2023-12-06 194.45 194.76 192.11 191.81 41,089,700
2023-12-07 193.63 195.00 193.59 193.76 47,477,700
2023-12-08 194.20 195.99 193.67 195.20 53,377,300
2023-12-11 193.11 193.49 191.42 192.67 60,943,700
2023-12-12 193.08 194.72 191.72 194.20 52,696,900
2023-12-13 195.09 198.00 194.85 197.44 70,404,200
2023-12-14 198.02 199.62 196.16 197.59 66,831,600
2023-12-15 197.53 198.40 197.00 197.05 128,256,700
2023-12-18 196.09 196.63 194.39 195.38 55,751,900
2023-12-19 196.16 196.95 195.89 196.42 40,714,100
2023-12-20 196.90 197.68 194.83 194.32 52,242,800
2023-12-21 196.10 197.08 193.50 194.17 46,482,500
2023-12-22 195.18 195.41 192.97 193.09 37,122,800
2023-12-26 193.61 193.89 192.83 192.54 28,919,300
2023-12-27 192.49 193.50 191.09 192.64 48,087,700
2023-12-28 194.14 194.66 193.17 193.07 34,049,900
2023-12-29 193.90 194.40 191.73 192.02 42,628,800

Instruction: You are provided with historical OHLCV data of the past 20 days and a description of its
statistics. Please predict how the stock will perform the next 1 day. Your response should be ”Rise” or
”Fall”.
—
Prompt:
Embeddings of Reprogrammed OHLCV: [Insert embeddings here]

Statistics: The historical prices have a minimum close of $188.93 on 19 days ago, a maximum close of
$197.59 on 10 days ago, and a median close of $194.20 over the last 20 days. The overall trend appears to
be slightly downward in the last 5 days.
Question: Given the reprogrammed OHLCV data and its statistics, how is the stock expected to perform in
the next 1 day?
—
Model Response:
Prediction: Fall

Figure 14: Example data for the Market Analyst LLM.
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Top-5 Alpha Factors (Largest Values):
ID Expression
26 1 * (close - ts min(close, 30)) / (ts max(close, 30) - ts min(close, 30))
5 1 * (close - vwap) / decay linear(rank(ts argmax(close, 30)), 2)
29 1 * ts rank(stddev(high, 10), 5)
27 1 * ts rank(correlation(rank(low), rank(adv15), 9), 15)
25 1 * ts rank(correlation(rank(high), rank(volume), 5), 5)

Instruction: You are provided with alpha factors derived from OHLCV data. Please predict the stock’s
movement based on the top contributing alpha factors. Your response should be ”Rise” or ”Fall.”
—
Prompt:
Alpha Factors:
ID 26: 1 * (close - ts min(close, 30)) / (ts max(close, 30) - ts min(close, 30))
ID 5: 1 * (close - vwap) / decay linear(rank(ts argmax(close, 30)), 2)
ID 29: 1 * ts rank(stddev(high, 10), 5)
ID 27: 1 * ts rank(correlation(rank(low), rank(adv15), 9), 15)
ID 25: 1 * ts rank(correlation(rank(high), rank(volume), 5), 5)
Descriptions:
- ID 26: Measures how close the current closing price is to the minimum and maximum close in the last 30
days.
- ID 5: Evaluates the deviation of the closing price from the VWAP, adjusted by a decayed rank.
- ID 29: Ranks the standard deviation of the high prices over the last 10 days.
- ID 27: Ranks the correlation between the low price and a 15-day average volume rank.
- ID 25: Ranks the correlation between the high price and volume over the last 5 days.
The comprehensive score derived from LightGBM is: 0.88

Question: Based on the provided alpha factors, how is the stock expected to perform in the next 1 day?
—
Model Response:
Prediction: Rise

Figure 15: Example data for the Alpha Expert LLM.
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Summarized Earning Calls Transcript:
Apple reported strong Q4 2023 financial results with total net sales of $89.50 billion, a gross margin of
$40.43 billion, operating income of $26.97 billion, and net income of $22.96 billion. The company achieved
a diluted earnings per share (EPS) of $1.46.
During the earnings call, Apple’s CEO Tim Cook highlighted the company’s record performance in key
markets, including India, China, and Latin America. iPhone revenue set a September quarter record at $43.8
billion, up 3% year-over-year, driven by strong demand in emerging markets. Apple’s services segment also
performed exceptionally well, setting an all-time revenue record of $22.3 billion, a 16% year-over-year
increase.
However, the Mac and iPad segments experienced declines in revenue due to challenging market conditions
and tough comparisons to the prior year’s extraordinary results, where supply disruptions led to pent-up
demand being fulfilled in the corresponding quarter. Despite these challenges, Apple continued to invest in
future innovations, including the launch of new M3 chips and Apple Vision Pro.
Looking forward, Apple provided guidance that it expects iPhone revenue to grow year-over-year in the
December quarter and anticipated strong gross margins of between 45% and 46%. The company also
highlighted its strategic focus on emerging markets, with substantial growth opportunities in India.
Fundamental Metrics:
Total Net Sales: $89.50 billion Gross Margin: $40.43 billion Operating Income: $26.97 billion Net Income:
$22.96 billion Earnings Per Share (EPS): Basic EPS: $1.47 Diluted EPS: $1.46
—
Instruction: You are provided with a summarized report of the stock’s earnings call transcript and funda-
mental metrics. Please predict whether the stock will rise or fall in the next quarter. Your response should
include a prediction in one of the following five categories: ”Strong Rise,” ”Moderate Rise,” ”No Change,”
”Moderate Fall,” or ”Strong Fall,” followed by reasoning.
—
Prompt:
Summarized Report: Apple’s Q4 2023 earnings report shows strong financial performance with a total net
sales of $89.50 billion, a gross margin of $40.43 billion, operating income of $26.97 billion, and net income
of $22.96 billion. The earnings per share (EPS) are $1.46 (diluted).
During the earnings call, CEO Tim Cook emphasized record iPhone revenue in several key markets and
a strong performance in the services segment. The company expects continued growth in iPhone revenue
and strong gross margins in the upcoming quarter, supported by ongoing investments in innovation and
expansion into emerging markets.
Question: Based on the summarized report, will the stock rise or fall in the next quarter?
—
Model Response:
Reasoning: Apple’s robust financial metrics, particularly the record iPhone and services revenue, coupled
with the positive outlook for the December quarter, suggest strong market confidence. The company’s
strategic focus on emerging markets, along with its commitment to innovation, further supports this positive
sentiment. Given these factors, it is likely that the stock will experience a moderate rise in the next quarter.
Prediction: Moderate Rise

Figure 16: Example data for the Fundamental Analyst LLM.

23



Published on Advances in Financial AI Workshop at ICLR 2025

Input from News Analyst:
• Reasoning: The news article highlights strong performance and positive future prospects for

Apple, particularly due to a strong iPhone 15 upgrade cycle and robust growth in the Services
business. The positive outlook and the 29% upside potential as per Wedbush analysts suggest
investor confidence, leading to a potential rise in stock price.

• Prediction: Rise

Input from Market Analyst:
• Historical OHLCV Data: The stock has shown a slightly downward trend over the last 5 days,

with a recent close of $192.02.

• Prediction: Fall

Input from Alpha Expert:
• Top-5 Alpha Factors:

– ID 26: 1 * (close - ts min(close, 30)) / (ts max(close, 30) - ts min(close, 30))
– ID 5: 1 * (close - vwap) / decay linear(rank(ts argmax(close, 30)), 2)
– ID 29: 1 * ts rank(stddev(high, 10), 5)
– ID 27: 1 * ts rank(correlation(rank(low), rank(adv15), 9), 15)
– ID 25: 1 * ts rank(correlation(rank(high), rank(volume), 5), 5)

• Prediction: Rise

Input from Fundamental Analyst:
• Reasoning: Apple’s robust financial metrics, particularly the record iPhone and services revenue,

coupled with the positive outlook for the December quarter, suggest strong market confidence.
The company’s strategic focus on emerging markets, along with its commitment to innovation,
further supports this positive sentiment.

• Prediction: Moderate Rise

—
Instruction: You are provided with a summarized report of the stock. Please predict whether the stock will
rise or fall the next 1 day.
Format your response as follows: Reasoning: [Your reasoning here] Prediction: [Rise or Fall].
—
Model Response:
Reasoning: While the Market Analyst predicts a fall based on recent downward trends in the OHLCV
data, the overall sentiment from the News Analyst, Alpha Expert, and Fundamental Analyst is positive.
The strong financial metrics, record iPhone and services revenue, and positive forward guidance from the
earnings call provide a solid foundation for a potential rise. The Alpha Expert’s positive alpha factors also
support this outlook. Therefore, despite the short-term downward trend, the overall stock movement is
expected to be upward.
Prediction: Rise

Figure 17: Example data for the General Expert LLM.
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